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Списки інгредієнтів у рецептах є важливим джерелом інформації для задач 

класифікації рецептів, рекомендацій, персоналізації дієт, прогнозування 

поживності тощо. Проте вони мають кілька особливостей, які ускладнюють їхнє 

використання як вхідних даних для моделей машинного навчання: змінна 

довжина списків, неінформативний порядок компонентів, велика та розріджена 

словникова величина, відсутність кількісних даних або їх неоднорідність, а 

також наявність семантичних зв’язків між інгредієнтами (наприклад, «сметана» 

і «йогурт» близькі за роллю) [1]. 

Перш ніж кодувати інгредієнти, рекомендується виконати нормалізацію: 

приведення слів до нижнього регістру, усунення пунктуації, 

лемматизацію/стемінг, приведення інгредієнтів до уніфікованих 

ідентифікаторів. 

Класичним підходом до кодування множини є векторне кодування Multi-

hot. Кожна страва кодується бінарним вектором довжини N, де N – кількість 

унікальних інгредієнтів, запис “1” в векторі означає присутність інгредієнта в 

рецепті. Перевагами цього підходу є простота реалізації та висока 

інтерпретованість, недоліки – висока розмірність і розрідженість, відсутність 

урахування семантики/схожості між інгредієнтами. 

Покращити інформативність векторного кодування можна застосувавши 

TF-IDF вагування, цей метод є класичним підходом у текстовій аналітиці для 

перетворення слів у числові ознаки. Для кожного інгредієнта i рецепту r 

обчислюється зважене значення TF-IDF(i,r)=TF(i,r)×IDF(i), де TF(i,r) – кількість 

появ інгредієнта i у рецепті r (для списків інгредієнтів TF зазвичай дорівнює 1, 

проте можна враховувати кількість або масу інгредієнта), IDF(i) – обернена 

частота інгредієнта, яка зменшує вагу загальних, часто вживаних інгредієнтів. 

Таким чином TF-IDF зменшує вплив часто вживаних інгредієнтів та підвищує 

вагу рідкісних і більш інформативних. Проте кожна страва досі кодується 

розрідженим вектором, не враховується схожість між близькими за змістом 

інгредієнтами [2]. 

Оскільки зазвичай рецепт містить не більше кількох десятків інгредієнтів і 

більшість елементів закодованого вектора дорівнюють нулю, розріджені вектори 

можна зберігати ефективніше. Найпростіший спосіб – зберігати лише індекси 

ненульових елементів та їх значення, тобто кожен рецепт кодуватиметься 

вектором розміру кількості інгредієнтів в самому рецепті. Така оптимізація 

забезпечить зменшення обсягу зберігання у десятки разів. 

Іншим підходом до представлення списків інгредієнтів є вектори 

представлення - ембеддінги (embeddings) та їх агрегація. Кожному інгредієнту 
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ставиться у відповідність щільний вектор (ембеддінг) визначеного розміру. 

Ембеддінги можна отримати в процесі навчання самої моделі або через 

попереднє навчання на базах рецептів. Ембеддінги зберігають семантику та 

дають компактні представлення. Після отримання представлень необхідно 

агрегувати множину інгредієнтів у фіксований вектор рецепту. Методами 

агрегації можуть бути просте усереднення векторів інгредієнтів (mean pooling), 

або вагове усереднення (IDF-weighted mean), тобто за інформативністю 

інгредієнта. Недоліками цього підходу є потреба в великих базах рецептів для 

навчання якісних ембеддінгів, втрата такими представленнями інформативності, 

необхідність підбору гіперпараметрів (розмір вектору представлення, метод 

агрегації) [3; 4; 5]. 

Представлення списків інгредієнтів у форматі, придатному для моделей 

машинного навчання, – багатогранна задача. Практичний вибір залежить від 

доступності даних, обчислювальних ресурсів та вимог до інтерпретованості. 
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