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THTEI'PAIISAI HEUPOMEPEK B CUCTEMUY PO3II3HABAHHSI
MOBMU JJISA TIOKPAIIEHHA TOYHOCTI TA HIBUJAKOCTI

Xnwobac Jlenuc BosnogumupoBuu
cmyoenm epynu IACm -1-24-1.40,
Kuiscbkoeo cmonuunoeo ynisepcumemy imeni bopuca I pinuenka,
HAyKo8uUll KepieHux — K.m.H., 0oy. Menvruxk 1. I1O.

VY cyuyacHOMy CBITI TEXHOJIOT1i OOpOOKM MPUPOJHOI MOBU CTaJId OCHOBOIO
0aratbox HU(PPOBUX CEPBICIB — BiJl TOJOCOBUX ACUCTEHTIB JI0 CUCTEM aBTOMATUYHOIO
nepexiany. KimouoBy poib y IMX mpoliecax BIAITPalOTh HEHUPOHHI MeEpexi, sKi
CYTTEBO MIJABUIIWIN SKICTh 1 IIBUIKICTh PO3IMI3HABAHHS MOBJICHHS IOPIBHSHO 3
TPaIUIIMHUMU CTATUCTUIHUMU MOJEsIMH [ 1].

[HTerpamis HeillpoMepex y CHCTEMH pO3MI3HABaHHS MOBHM 0a3yeTbcs Ha
BUKOPUCTaHHI TITMOOKUX apXITEeKTyp — 30kpema 3ropTkoBux (CNN), pekypeHTHux
(RNN, LSTM) Ta tpanchopmepHux mozeneil. Bonn m03BOJSIOTH BpaxoBYBaTH SIK
aKyCTH4HI, TaK 1 KOHTEKCTyaJlbHI OCOOJIMBOCTI MOBJICHHS, IO 3a0e3leyye BHUILY
TOYHICTb 1 CTIMKICTB 710 mymy [2].

CydacuHi cuctemu po3mizHaBaHHS MOBH, Taki sk Google Speech-to-Text,
Whisper Bim OpenAl uum DeepSpeech Bim Mozilla, nemoHCTpytOTh, IO came
MOEHAHHS TJIMOOKOTO HAaBYAaHHS 3 BEJIMKUMH MOBHUMH KOPIIyCaMHU CTaJlo
BUpIIIATHPHUM  YUHHUKOM  MiJBHINEHHS edektuBHOCTI [3]. Buxopucranus
TpaHchopmepiB (Hanpukiaa, apxitekrypu Wav2Vec 2.0) npanmo 3mory mojeni
HaBUaThUCA 0€3 TMONEPEeIHhOTO0 MApPKYBAHHS JAaHWX, IO CHPOCTHJIO IMATOTOBKY
BEJIMKUX JATaceTIB 1 CKOPOTHIIO Yac po3poOku [4].
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KitouoBoto  mepeBaroro  HEMpOMEpPEXKEBUX  MIAXOAIB €  3AaTHICTh
y3araJibHIOBAaTU JJaH1, HABYATHUCS HA PI3HUX MOBAX 1 aKI[EHTaX, a TAKOX aJalTyBaTUCS
70 KOHKPETHUX KOPHUCTYBauiB. 3aBASKU IIbOMY Cy4YacHI CUCTEMH MOXKYTh JOCSTaTH
piBHS TOUHOCTI MoHaL 95%, 1110 HAOJIMIKAE X 70 JIFOACHKOTO po3mi3HaBaHHs [1].

Pa3om 13 THM 1HTerpallis TAaKUX CUCTEM BUMarae onTuMizallii O0YuCIIOBaTIbHUX
pecypciB. s 11bOro 3aCTOCOBYIOTHCS METOJIM KBaHTH3allll, IPYHUHTY (CKOPOYCHHS
KUIBKOCT1 MapaMeTpiB), a TaKOK BUKOPUCTAHHS amapaTHUX npuckoproBadiB — GPU
ta TPU. Lle no3BoJisi€ 3MEHIIUTH 3aTPUMKy B peallbHOMY 4aci Ta 3a0e3MeYuTH
edexTrBHE (YHKIIIOHYBAHHS MOJIEJICH Ha MOOUTHHUX MPUCTPOsX [3].

[lepcnekTUBHUM  HampsMOM  TOJANBIINX  JOCTIPKEHb €  MO€THAHHS
HEWPOMEPEIKEBUX MOJIENIEH pPO3IMi3HABAHHSI MOBU 3 MOBHHUMH MOJIEISIMU BEJIUKOTO
macmtaby (LLM), mo mA03BONMMTh HE JUIIE TOYHO pO3Mi3HABATH, alie W
IHTEepHpeTyBaTh 3MICT MOBJICHHS. Taka IHTerparlis BIAKPUBAE MOMJIMBOCTI MJIs
CTBOPEHHS  1HTEJICKTyaJlbHUX ACHUCTEHTIB HOBOI'O TIOKOJIHHS, 3JaTHUX [0
KOHTEKCTHOT'O PO3YMiHHS Ta CEMAaHTUYHOTO aHa3zy [5; 6].

TakuM 4MHOM, 3aCTOCYBaHHSI HEHPOMEPEXK Yy CUCTEMax PO3Ii3HABAHHS MOBH €
KJIIOYOBUM UYHWHHUKOM MIJBUINEHHS IXHBOI TOYHOCTI Ta INBHUAKOMII. PO3BHUTOK
MIMOOKOTO HABUaHHS Ta 3pPOCTaHHS OOUYMCIIOBAIILHUX IMOTYXHOCTEH CTBOPIOIOTH
MepeyMOBU ISl TIOSIBU OUTBIN €PEKTUBHUX 1 aIalTUBHUX CUCTEM, 10 HAOJIMKAIOTh
B32€EMO/IIIO JIFOJMHU 3 KOMIT FOTEPOM JI0 MPUPOJTHOTO CIUJIKYBaHHS [2].
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