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TF-IDF JJ1s1 OYUIIEHHA TEKCTOBUX JAHUX
VY KJIACUDIKAIIMHAX 3ATJAYAX 3 BUKOPUCTAHHSIM NLP
MuamoBekkuii Tumodiii MakcuMoBuY
cmyoenm epynu IACm1-23-1.40,
Kuiscvkozo cmonuunoeo ynieepcumemy imeni bopuca I pinuenka,
Haykosutl KepigHuk — k.m.H. Acxesuu B.O.

Onna 3 mpo6iem NLP (Natural Language Processing) — 1ie OYHMIIEHHS TEKCTOBHMX JaHHUX
Mepesl HaBYaHHSM Ta TPOTrHO3yBaHHAM. CTaHIApPTHI METOIU OYMINEHHS BKJIIOYAIOTH NPHBEICHHS
TEKCTY JI0 HWYKHBOTO PETICTPY, BUIAAJICHHS MTyHKTYAIlii Ta CTOI-CIIiB, TOKCHI3AIIII0, @ TAKOXK CTEMIHT
abo nemarwmzairito. L{i migxoam cripsiMOBaHI Ha 3MEHIIICHHS ITyMY Ta MPUBEACHHS JaHUX J0 €IMHOTO
dbopmary.

[Ipote, B 3amauax kiacu@ikaiii TEKCTY MOKHA J0OJAaTKOBO IOKPALIUTH OYMILEHHS 3a
nomomoroto anroputmy TF-IDF (Term Frequency-Inverse Document Frequency). 3assuuaii TF-IDF
BUKOPHUCTOBYIOTH IS OLIHKH Ba)KJIMBOCTI CJIIB B JOKYMEHTAaX, BITHOCHO BChOTO TEKCTY [1]. [HIIIMMHU
CJIOBaMH, BiH JIOTIOMAarae 3HaWTH Ta OIIHUTH, SKi CIIOBA KpaIlle BChOTO XapaKTEPHU3yIOTh JJOKYMEHT.
Ane, B 3aauax kiacudikailii MoxHa 3actocoByBatu [ F-1DF mist BU3HaUeHHS 3HAYYIIOCTI CIIIB IS
KO>KHOTO 3 KJIaciB.

Taxkuit miAXiKM TO3BOJISIE TPUCBOITM PI3HI Bark CjIOBaM IIiJ] Yac HaBYAaHHS MOJIENI,
MIAKPECIIOIYH Ti, 10 OyAyTh HAWOUIBII peleBaHTHUMH JIO NIEBHOTO KJIAaCy Ta 3MEHUIYIOUM BIUIMB
OUThII MOIMpeHUX ciiB. Takox, MOKHA Mepe]l HaBYaHHSAM MpUOHMpaATH CIIOBA, Kl HE Oy1yThb MaTU
JOCTAaTHROT Baru B OJHOMY 3 KiaciB. TakuM YHHOM, MOJIEIh MOYKE 30CEPEAUTHCS HA HAWOUTBII
3HAYYIINX O3HAKaX, [0 MOTEHIIHHO MIABUIUTh TOYHICTh KIacu(iKaIrii.

OpHak, 11eil MeTo1 MOKe 1 MOTIPUIUTH Pe3yIbTaTh MOJIEN], SIKIIIO BOHA BUKOPUCTOBYE IIapu
(layers), sxi BpaxoByIOTh KOHTEKCT MOIepeanix ciiB, Taki sk LSTM (Long Short-Term Memory).
Bupmanstoun crnoBa 3a monomororo TF-IDF, Mu pu3ukyeMo BTPAaTHUTH BaXKJIUBY KOHTEKCTYalbHY
iH(pOpMaIlito, OCKUTBKH TIEBHI cI0Ba (K1 OyJM MOMIUPEH]1 y KOPITYCi) MOXKYTh CYTTEBO 3MIHIOBATH
KOHTEKCT/CeHC peueHHs. Hanpukiaa, cIoBo «He» MOXKe MaTH Mally Bary mipu BukopuctanHi TF-1DF,
aJie 1e CJIIOBO #€ MOYKE TIOBHICTIO 3MIHUTH CEHC PEUYCHHS.

Tomy mpu 3acrocyBanHi TF-IDF mis ouumienHs maHux HeoOXigHO OajdaHCyBaTH MK
3MEHILEHHSM IIyMYy Ta 30€pEKEHHSIM KOHTEKCTY. AJle MpU MPaBUIHLHOMY BUKOPHCTaHHI MOXKHA HE
TUIBKH TIOKPAIIUTH PE3YJbTaTH HEHPOMEpEexki, a W IIe 3MEHIIUTH ii po3Mip Ta 30UIBIIUTH il
LIBUJIKICTb.
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